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Bias and Variance (Corrections)

𝐸! 𝑌	 − 𝑔 𝑋 " = 𝑏𝑖𝑎𝑠" + 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 + 𝜎"

Bias: 𝐸! 𝑔 𝑋;𝐷 	− 𝑓(𝑋)

Variance: E#[(E! 𝑔 𝑋;𝐷 	− 𝑔(𝑋; 𝐷))"]

Irreducible error: 𝜎

Depends on 
model complexity  



Linear Regression

Linear Regression (LR) is one of the simplest methods for modeling

Linear Regression assumes that the dependence of Y on 𝑋!, 𝑋", 𝑋#… is 
linear 

In most cases, regression function is not linear (but interpretable)



Simple Linear Regression 

𝑌 = 𝛽$ + 𝛽!𝑋 + 𝜖

Linear Regression with a single predictor (Assume the ideal model is a 
linear function)

𝜖 is the error term: 𝜖 ∼ 𝑁(0, 𝜎")

𝛽$ is called intercept and 𝛽! is called slope, which are two parameters.   



Simple Linear Regression 

The objective is to learn (estimate) 𝛽$ and 𝛽!

The estimates of 𝛽$ and 𝛽! are denoted by /𝛽$ and /𝛽! 

0𝑦 = /𝛽$ + /𝛽!𝑥

0𝑦 is an estimate (prediction) of outcome given 𝑋 = 𝑥

𝑒 = 𝑦 − 0𝑦 is the residual



Least Squares Method

The least squares method is commonly used for estimating 𝛽$ and 𝛽! 

Given a training dataset 𝐷%& = 𝑥' , 𝑦' '(!
) , the residual sum of 

squares (RSS) can be defined as

𝑅𝑆𝑆 =8
'

𝑒'" = 𝑦' 	− 0𝑦' "	



Least Squares Method

min
*+!,*+"

𝑅𝑆𝑆 =8
'

𝑒'" =8
'

𝑦' 	− /𝛽$ − /𝛽!𝑥'
"
	

Take the derivative and set the derivative as 0

/𝛽! =
∑'(𝑥' − 𝑥)(𝑦' − 𝑦)

∑' 𝑥' − 𝑥 "
/𝛽$ = 𝑦 − /𝛽!𝑥



Analyzing Least Squares Method

Under the assumption of linear regression model (ideal model)

𝑦' ∼ 𝑁(𝛽$ + 𝛽!𝑥' , 𝜎")

𝐸-#( /𝛽!) = 𝐸-#
∑' 𝑥' − 𝑥 𝑦' − 𝑦

∑' 𝑥' − 𝑥 " = 𝐸-#
∑' 𝑥' − 𝑥 𝜖' + 𝛽!(𝑥'−𝑥 )

∑' 𝑥' − 𝑥 "



Analyzing Least Squares Method (Unbiased)

𝐸-#
∑' 𝑥' − 𝑥 𝜖' + 𝛽!(𝑥'−𝑥 )

∑' 𝑥' − 𝑥 "

=
1

∑' 𝑥' − 𝑥 " 𝐸-# 8
'

𝑥' − 𝑥 𝜖' + 𝛽!(𝑥'−𝑥 )

=
𝛽!

∑' 𝑥' − 𝑥 " 𝐸-#[8
'

𝑥' − 𝑥 "] = 𝛽!

𝐸-#[8
'

𝑥' − 𝑥 ] = 0

Why unbiased?



Analyzing Least Squares Method

The variance of /𝛽$	and /𝛽! are

𝑆𝐸"( /𝛽!) =
.$

∑# 0#10 $ 𝑆𝐸"( /𝛽$) = 𝜎" [!
2
+ 0$

∑# 0#10 $]

𝜎" = 𝑉𝑎𝑟(𝜖)

/𝛽 ∼ 𝑁(𝛽, 𝑆𝐸" /𝛽 )   Why Gaussian distribution?



Confidence Level

A 95% confidence interval is defined as a range of values with 95% 
probability, and the interval for the least square method is 

[ /𝛽 − 2𝑆𝐸 /𝛽 , /𝛽 + 2𝑆𝐸( /𝛽)]

There is 95% probability that this interval contains the true 𝛽 

/𝛽 ∼ 𝑁(𝛽, 𝑆𝐸" /𝛽 ) means that	𝛽 ∼ 𝑁( /𝛽, 𝑆𝐸" /𝛽 ) 



Hypothesis Testing

𝐻$: There is no relationship between 𝑋 and 𝑌?

𝐻!: There is some relationship between 𝑋 and 𝑌?

𝐻$: 𝛽! = 0	 𝐻!: 𝛽! ≠ 0



Hypothesis Testing

For the hypothesis testing, we need a t-statistic (not z-statistic)

Because we do not know the true 𝜎!

We can only estimate 𝜎 by 0𝜎" = !
|4|
∑' 𝑦' − /𝛽$ − /𝛽!𝑥'

"
  



Hypothesis Testing

I𝑆𝐸"	( /𝛽!) =
5.$

∑# 0#10 $

We could compute a t-statistics by 𝑡 =
/𝛽! − 0
I𝑆𝐸( /𝛽!)

This variable should satisfy t-distribution with n-2 degrees



Hypothesis Testing



Hypothesis Testing

If 𝑡  is very large, which means 𝛼 is very small

Then we could reject 𝐻$

This means there is some relationship between 𝑋 and 𝑌 



Prediction Error

𝑅𝑆𝑆 =8
'

𝑒'" = 𝑦' 	− 0𝑦' "	

The residual sum of squares (RSS)

The residual standard error (RSE)

𝑅𝑆𝐸 =
1

𝑛 − 2
𝑅𝑆𝑆



Prediction Error

𝑅𝑆𝑆 =8
'

𝑒'" = ∑ 𝑦' 	− 0𝑦' "	

The residual sum of squares (RSS)

The residual standard error (RSE)

𝑅𝑆𝐸 =
1

𝑛 − 2
𝑅𝑆𝑆



R-Squared 

The proportion of the variance that can be explained by a model

𝑅" = 1	 −
𝑅𝑆𝑆
𝑇𝑆𝑆

𝑇𝑆𝑆 =8
'

𝑦' 	− N𝑦 "

TSS is the total sum of squares (total variance of y)



R-Squared 

For linear regression, R-squared is the square of the correlation

𝑅" = 𝑟"

𝑟 =
∑'(𝑥' − 𝑥)(𝑦' − 𝑦)

∑' 𝑥' − 𝑥 " ∑' 𝑦' − 𝑦 "

𝑟 is the correlation between 𝑋 and 𝑌



Adjusted R-Squared 



Q & A


