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Bias and Variance (Corrections)

Ep [ (v — g(X))Zl = bias? + variance + ¢*

Bias: Eplg(X;D)] — f(X) )

i

Variance: Ep[(Eplg(X; D)] —g(X; D))*]

Irreducible error: o

Depends on
model complexity



Linear Regression

Linear Regression (LR) is one of the simplest methods for modeling

Linear Regression assumes that the dependence of Y on X, X5, X5 ... is
linear

In most cases, regression function is not linear (but interpretable)



Simple Linear Regression

Linear Regression with a single predictor (Assume the ideal model is a
linear function)

Y:lgo‘l'ﬁlX‘l'E

f, is called intercept and f3; is called slope, which are two parameters.

€ is the error term: € ~ N(0,0%)



Simple Linear Regression

The objective is to learn (estimate) 5, and [

The estimates of 8, and B, are denoted by S, and £,
9 = Bo + Pix

y is an estimate (prediction) of outcome given X = x

e =y — Y is the residual



Least Squares Method

The least squares method is commonly used for estimating 5, and [,

Given a training dataset D, = {(x;, y;)}i1, the residual sum of
squares (RSS) can be defined as

RSS = ) e? = (y; — 92
[



Least Squares Method

min RSS = ze —Z(yl Bo — Bix))’

Take the derivative and set the derivative as O

s _ il =)0 —y)

B = > (x; — x)2 ,éo =y —p1x




Analyzing Least Squares Method

Under the assumption of linear regression model (ideal model)

y; ~ N(Bo + B1xi,0%)

Ec,(B1) = Eq, 2i(x — )i —y)| _ E. [Zi(xi —%)(€; + B1(x;—X))

Zi(xi — X)? Zi(xi — X)?



Analyzing Least Squares Method (Unbiased)

Fel) (4 —D)] =0

I

. 2.i(x; —x)(€; + B1(x;—x))
L Zi(xi — X)*

Z(xl D +fi=D)

1
Z (xl R x)z El

i ?
Z (xl —x)? El Z(xl b1 Why unbiased:




Analyzing Least Squares Method

The variance of 5, and 5, are

o2 -2

200\ —
SEE) =semr SEG0) =0’ [ +5,

]

= Var(e)

B ~ N(B,SE*(B)) Why Gaussian distribution?



Confidence Level

B ~ N(B,SE?(B)) means that B ~ N(B,SE%(B))

A 95% confidence interval is defined as a range of values with 95%
probability, and the interval for the least square method is

[8 — 2SE(B), B + 2SE(B)]

There is 95% probability that this interval contains the true



Hypothesis Testing
Hy: There is no relationship between X and Y'?

H;: There is some relationship between X and Y?

HO:,B1=O Hl:ﬁl#:o



Hypothesis Testing

For the hypothesis testing, we need a t-statistic (not z-statistic)

Because we do not know the true o

n 2
We can only estimate o by 62 IDI Z (yl ,lei)



Hypothesis Testing

6'2

SE? ('gl) - Y i(xi—x)?

A

We could compute a t-statistics by ¢ = E _AO
SE(f1)

This variable should satisfy t-distribution with n-2 degrees



Hypothesis Testing

Area to the right (a)

df [ 0.20 0.15 0.10 0.05 0.025 0.01 0.005 0.001 0.0005
11376 1963 3.078 6.314 12.71 31.82 63.66 318.3 636.6
211061 1.386 1.886 2.920 4.303 6.965 9.925 22.33 31.60
310978 1.250 1.638 2.353 3.182 4.541 5.841 10.21 12.92
410941 1.190 1.533 2.132 2.776 3.747 4.604 7.173 8.610
510920 1.156 1.476 2.015 2.571 3.365 4.032 5.893 6.869
60906 1.134 1.440 1.943 2.447 3.143 3.707 5.208 5.959
71089 1.119 1.415 1.895 2.365 2.998 3.499 4.785 5.408
810889 1.108 1.397 1.860 2.306 2.896 3.3556 4.501 5.041
910883 1.100 1.383 1.833 2.262 2.821 3.250 4.297 4.781




Hypothesis Testing

If |t| is very large, which means « is very small

Then we could reject H,

This means there is some relationship between X and Y



Prediction Error

The residual sum of squares (RSS)
Rss =Y et = 01—
i

The residual standard error (RSE)

1
n—2

RSE = VRSS




Prediction Error

The residual sum of squares (RSS)

RSS = z e’
[

=2 — )A’i)z

The residual standard error (RSE)

RSE =

RSS
n—2



R-Squared
The proportion of the variance that can be explained by a model

, RSS
R?=1— ——

TSS is the total sum of squares (total variance of y)

TSS = Z(yi 0%



R-Squared

For linear regression, R-squared is the square of the correlation
R2 — ;-2

r is the correlation between X and Y

N -Doi-)
\/Zi(xi — X)* \/Zi(Yi —y)?

r




Adjusted R-Squared

(1= R)(N—1)

Adjusted R* = 1

Where

N—p—1

R? sample R-Squared
N Total Sampie Size

p Number of independent
varable
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